
NASA CONSTELLATION DISTRIBUTED SIMULATION 
MIDDLEWARE TRADE STUDY 

 
 David Hasan  
 L-3 Communications  
 Houston, TX  
 (512) 892-7099  
 david.hasan@l-3com.com  
   

 
James D. (Dan) Bowman Dannie Cutts Edwin Z. (Zack) Crues, Ph.D. 

Nancy Fisher   2101 NASA Parkway, ER7 
Teledyne Brown Engineering AEgis Technologies Group NASA Johnson Space Center 

300 Sparkman drive 631 Discovery Drive Houston, Texas 77058, USA 
Huntsville, AL 35806 Huntsville, AL 35806 ( 281) 483.2902 

256-726-1000 256-922-0802 edwin.z.crues@nasa.gov
dan.bowman@tbe.com dcutts@aegistg.com  
nancy.fisher@tbe.com   

 
 

Keywords: 
NASA, Simulation, Middleware, HLA, TENA, DIS, XML, XMPP, Trade Study.  

 
 
ABSTRACT: This paper presents the results of a trade study designed to assess three distributed simulation 
middleware technologies for support of the NASA Constellation Distributed Space Exploration Simulation (DSES) 
project and Test and Verification Distributed System Integration Laboratory (DSIL). The technologies are the High 
Level Architecture (HLA), the Test and Training Enabling Architecture (TENA), and an XML-based variant of 
Distributed Interactive Simulation (DIS-XML) coupled with the Extensible Messaging and Presence Protocol 
(XMPP). According to the criteria and weights determined in this study, HLA scores better than the other two for 
DSES as well as the DSIL. 
 
 
1. Introduction 
 
This report presents the results of a study of three 
middleware technology alternatives for two distributed 
simulation user communities in the NASA 
Constellation Program.   
 
The simulation communities considered are the 
Distributed Space Exploration Simulation (DSES) 
project the Distributed System Integration Laboratories 
(DSIL) and are summarized in the appendix in Section 
5.1. The candidate technologies considered are the 
High Level Architecture (HLA), the Test and Training 
Enabling Architecture (TENA), and a combination of 
an XML-based version of the Distributed Interactive 
Simulation standard and the Extensible Messaging and 
Presence Protocol (DIS-XML/XMPP).  These candi-
dates are summarized in the appendix in Section 5.3.  
 
The specific question addressed by this report is 
“Which of these three middleware technologies is best 
suited use for use in DSES and DSIL?”  

 
Notice that the scope of the study is on the evaluation 
of these three technologies against each other. In 
particular, it does not consider the question of whether 
some other approach is preferable (e.g., custom 
development of the distributed simulation middleware) 
and it does not address questions concerning DSES and 
DSIL simulation architecture. For example, concerns 
about how to accommodate the communications 
latencies due to geographical separation of time-
sensitive components in the DSES or DSIL are not in 
the scope of this study. Our focus was exclusively on 
the relative merits of HLA, TENA and DIS-
XML/XMPP. 
 
The following sections of this report address the 
study’s method (the process by which the middleware 
candidates were assessed), the study results (the 
criteria, raw scores and weighted grades assigned to 
each middleware candidate as applied to DSES and 
DSIL) and the study’s conclusions (which technology 
is best suited for DSES and which for DSIL).  
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2. Methodology 
 
The method employed by this study to evaluate the 
middleware candidates is based on the Analytic 
Hierarchy Process (AHP). [1,2] The process is an 
approach to selecting between different alternatives 
using qualitative as well as quantitative criteria.  It is a 
structured way of assigning scores to the various 
criteria and using numerical weights to assess the 
application of the various candidates to specific 
contexts, each of which has its own set of weights. The 
process involves the following steps. 
 

• Specify the evaluation criteria. 
• Determine relative criterion weights for each 

application context. 
• Assign raw scores to the criteria for each 

candidate. 
• Use the scores and weights to grade the 

candidates in each application context. 
 
2.1 Specifying the Criteria 
 
AHP calls for the decomposition of the problem into a 
hierarchical set of categories against which to score the 
candidates.  At the “bottom” of this hierarchical 
decomposition are the specific criteria against which 
the candidates are scored. For example, one possible 
category could be overall performance, which might be 
decomposed into various subcategories including 
network performance, which in turn might be 
decomposed into two criteria: latency minimization and 
throughput maximization.  
 
In this study, the criteria were decomposed into three 
general categories: user operations, implementation 
performance and programmatic considerations.  
Examples of user operation criteria include 
checkpointing, synchronization points and global event 
ordering.  Examples of implementation performance 
include network latency and throughput.  Examples of 
programmatic considerations include training costs and 
whether or not the middleware is based on an open 
and/or international standard.  The appendix in Section 
5.3 presents the criterion hierarchy, although a detailed 
description of each of the categories is beyond the 
space available for this paper. 
 
2.2 Determining the Relative Weights 
 
For each application context (e.g., DSES and DSIL), 
AHP calls for the determination of a set of numerical 
weights expressed as percentages that specify the 
relative significance of the various criteria as applied to 
specific application contexts. These weights are 

determined by balancing the importance of the criteria 
in a particular category against each other.  For 
example, for a network performance category 
consisting of the criteria latency minimization and 
throughput maximization, AHP would force the analyst 
to decide whether latency is more significant than 
throughput in each context.   
 
In this study, two sets of weights were generated: one 
for DSES and one for DSIL.  The three top-level 
categories, user operations, implementation perform-
ance and programmatics, were assigned relative 
weights of (53%, 31%, 16%), respectively for both 
contexts.  However, at deeper levels of the hierarchy, 
the DSES and DSIL weights differed.  For example, 
the performance category was decomposed further into 
four subcategories, responsiveness, efficiency, 
robustness and scalability, which were assigned 
relative weights (51%, 11%, 27%, 12%) and (63%, 
12%, 20%, 5%) for the DSES and DSIL contexts, 
respectively.  A detailed discussion of the AHP 
mechanism by which these were determined is beyond 
the scope of this paper, but all the weights used in this 
study are presented in Appendix 4. 
 
2.3 Assigning Raw Scores 
 
In AHP, each candidate (e.g., HLA, TENA, and 
DIS/XML) is scored with respect to each criterion. 
This assessment consists of assigning numerical scores 
to each of the criteria for that candidate. These are not 
absolute numbers but rather relative scores that 
quantify how the candidates perform relative to each 
other with regard to each criterion.  In other words, the 
candidates are considered one pair at a time, and raw 
scores are selected that reflect how the first candidate 
compares to the second with respect to the relevant 
criterion.  For three candidates, that means three raw 
scores for each criterion. 
 
The numerical values of these raw scores are based on 
the following standard AHP values.  (In the event that 
the second candidate scores better than the first, the 
reciprocal of these values is used.) 
 

Score Meaning 
1 Both candidates are equivalent. 
2 Between 1 and 3. 
3 1st candidate is slightly better than the 2nd. 
4 Between 3 and 5. 
5 1st candidate is strongly better than the 2nd. 
6 Between 5 and 7. 
7 1st candidate is very strongly better than the 2nd. 
8 Between 7 and 9. 
9 1st candidate is overwhelmingly better than the 2nd. 

Table 2.3.1 Score Meanings 
 



These raw scores are then normalized so that the 
pairwise scores for a particular criterion add to 100.  
The normalized scores are used in the subsequent 
grading process. 
Since there are three candidates (HLA, TENA and 
DIS/XML) in this study, three pairwise scores were 
determined for each criterion, one for each of the 
following pairs: 

• HLA compared to TENA,  
• HLA compared to DIS/XML and  
• TENA compared to DIS/XML. 

 
For example, for the availability of online help 
criterion, the normalized scores were: 
 

Raw Norm. comment 
1/2 32 HLA has the DoD Modeling and 

Simulation Information Analysis Center 
(MSIAC). 

3 63 TENA has a very powerful online and 
phone help desk available through the 
TENA web site. 

5 6 No known support available for DIS or 
DIS/XML, although some online support is 
available for open source XMPP servers. 

Table 2.3.2 Example Scores 
 
The scores for all the criteria are summarized in 
Section 5.4. 
 
2.4 Grading the Candidates 
 
AHP provides a structured method of summing the 
normalized criterion scores for all the criteria in order 
to derive a grade for each application context.  
Context-specific grades are obtained by multiplying the 
scores by context-specific weights and summing these 
products to derive an overall context-specific grade.  
The details are slightly more involved than this, since 
the hierarchical nature of the criterion decomposition 
involves several levels of weights, some applied to 
categories and sub-categories and others applied to the 
criteria themselves.  See the references for more 
information on this.  Introductory AHP information is 
also readily available online. 
 
In this study, since there were three middleware 
candidates (HLA, TENA and DIS/XML) and two 
application contexts (DSES and DSIL), there are six 
overall grades: one for each of the candidates in each 
of the contexts.  These grades are shown below. 
 

Grades Context 
HLA TENA DIS/XML 

DSES 45.0 32.3 22.7 
DSIL 44.0 32.4 23.6 

Table 2.4.1 Overall Grades 
 

The highest score in each row indicates the best 
middleware candidate for that application context. 
 
3. Conclusions 
 
As can be seen in the table above, the overall grade for 
HLA is the highest of the three candidates in both 
application contexts.  Indeed, after finding these 
results, an additional sensitivity analysis was conducted 
to investigate to what extent this result is sensitive to 
changes in the raw scores or changes in the DSES and 
DSIL weights.  The results of this analysis suggest that 
modest changes to the scores and weights do not lead 
to different results. 
 
To the extent that the criteria, weights and scores used 
in this study are reasonable, the conclusion of this 
study is that HLA is the best middleware candidate of 
the three considered. 
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5. Appendices 
 
5.1 Simulation Communities 
 
This appendix describes the two application contexts 
considered by this study: the Distributed Space 
Exploration Simulation (DSES) and the Distributed 
System Integration Laboratory (DSIL).  
 
DSES. The Distributed Space Exploration Simulation 
(DSES) project is sponsored by the Constellation 
System Engineering and Integration (SE&I) Modeling 
and Simulation Data Architecture (MSDA) Office. It 
focuses on technologies and processes related to high 
fidelity, collaborative, interoperable (and optionally 
distributed) simulation of the Constellation system of 
systems architecture (e.g., Crew Launch Vehicle 
(CLV), Crew Exploration Vehicle (CEV), etc.). The 
project uses the development of Constellation-related 
simulations to begin developing an understanding of 



the infrastructure and technologies necessary to pursue 
this vision.  
Current DSES simulation federates interact with each 
other as a High Level Architecture (HLA) federation. 
HLA is an IEEE standard that provides a general 
framework within which simulation developers can 
structure and describe their simulation applications. 
HLA addresses two key issues: promoting 
interoperability between simulations and aiding the 
reuse of models in different contexts. The DSES 
simulation has used HLA to demonstrate simulations 
built and run from geographically separated locations; 
however, the real benefit of the DSES infrastructure is 
not so much this ability to deploy simulations in a 
distributed fashion but rather the interoperability that 
comes from designing them as if they were.  
The DSES project has used distributed simulations to 
drive several technology areas: development of a 
software infrastructure to promote distributed and 
interoperable simulations, initial development of a 
distributed simulation network, and demonstration of 
Constellation capabilities through the rapid 
integration of domain experts at various NASA 
centers. 
 
DSIL. The Distributed System Integration Laboratory 
(DSIL) will consist of multiple Constellation System 
Integration Labs (SILs), interacting with each other 
over a broadband network to provide the capability to 
test (a subset of) Level 2 requirements (including 
interfaces among Constellation systems, and possibly 
integrated Constellation performance, etc.). Addition-
ally, since some Constellation system-system 
interactions cannot realistically be tested in all cases in 
a geographically distributed fashion (primarily due to 
the latencies of communication in relation to the time 
constant of closed loop interactions inherent in 
Constellation system design), additional system HWIL 
representation may be physically co-located at one or 
more other SILs (e.g., CLV flight processor HWIL 
configuration physically located at the CEV SIL for 
example) to provide a configuration to be able to test 
these tightly coupled interactions for these additional 
cases.  
Currently the DSES and DSIL projects are collaborat-
ing in a build approach for DSIL that maximally 
leverages the experience, expertise, and capabilities 
developed to date as part of the DSES project to the 
development of the DSIL capability to accomplish the 
following objectives:  

• avoid duplication (and therefore reduce 
Constellation costs) 

• help increase fidelity of distributed simulation 
for Constellation 

• develop an architecture in which SILs will be 
interchangeable with simulations at the 
Constellation level; and avionics-based 
components within a given systems SIL will 
be interchangeable with a software model of 
that component 

 
5.2 Middleware Candidates 
 
The following sections describe the three candidate 
technologies considered in this study: HLA, TENA and 
DIS-XML/XMPP.  The three candidates are  

• HLA/IEEE-1516, an IEEE standard version of 
the High Level architecture  

• the DoD-based Test and Training Enabling 
Architecture (TENA), and  

• DIS-XML, a combination of Distributed 
Interactive Simulation (DIS), the Extensible 
Markup Language (XML), and the Extensible 
Messaging and Presence Protocol (XMPP).  

Other distributed computing technologies exist (e.g., 
CORBA and Jini), but this study has focused on these 
three candidates because of their direct relevance to the 
distributed simulation context relevant to the 
Constellation DSES and DSIL projects.  
 
HLA. HLA [3,4] originated in the United States 
Department of Defense (DoD) as a standard set of 
services for linking distributed simulations and training 
applications. It was eventually standardized as IEEE-
1516. HLA does not specify on-the-wire data 
representations. It does specify a set of rules that 
distributed simulations (“federates”) must obey in 
order to form a legal HLA “federation” and a set of 
services (with C++ and Java mappings) through which 
the simulations interact with each other and the HLA 
runtime infrastructure. There are several commercial 
HLA implementations.  
 
TENA. TENA [5,6] also originated in the United States 
Department of Defense (DoD). It was designed to 
support interoperability and reuse among DoD test and 
training ranges. It provides an object-oriented approach 
for real-time exchange of data and invocation of 
remotely located objects. The DoD Central Test and 
Evaluation Investment Program (CTEIP) sponsors 
TENA middleware development and distributes the 
only implementation.  
 
DIS/XML. DIS [7] is an on-the-wire protocol defined 
by IEEE standard 1278. It was developed based on 
experience with the Simulation Networking (SIMNET) 
Advanced Research Projects Agency (ARPA) program. 
DIS is intended to provide an interoperability 
infrastructure for joining distributed simulations of 



various types. Much of DIS interoperability comes 
from the best practices and lessons learned in years of 
distributed DIS training activities. DIS-XML [8] 
utilizes the Extensible Markup Language (XML) to 
encode DIS data on the wire. The advantage of the use 
of XML is the wide availability of XML-processing 
tools (in particular, in the Java community). This is 
particularly relevant to data architects who have an 
interest in ensuring that all data (perhaps even 
intermediate results) can be archived in a format that 
may be meaningfully analyzed later. Although not 
explicitly intended for distributed simulations, the 
eXtensible Messaging and Presence Protocol (XMPP) 
[9,10] chat room concept can be effectively used as a 
communications mechanism for distributed 
simulations. XMPP emerged from the open source 
Jabber instant messaging community. 
 
5.3 Criteria 
 
Table 5.3.1 describes the criteria hierarchy used in this 
study.  Rows in the table that correspond to 
hierarchical categories are shaded.  Unshaded rows 
correspond to criteria against which the middleware 
candidates were measured. 
 

Categories / Criteria Meaning 
1. User Operations Category for criteria that capture 

tools, capabilities and support. 
1.1 Capabilities Category for criteria that capture 

the capabilities of the 
middleware. 

1.1.1 Pre-execution  Category for capabilities that 
apply before the simulation 
executes. 

1.1.1.1 Software engineering 
process 

Category for capabilities related 
to software engineering 
processes. 

1.1.1.1.1 Defined process Does the middleware have a 
built-in set of support tools that 
aid or enforce the systems 
engineering documentation 
process? 

1.1.1.1.2 Configuration 
management 

Does the middleware have a 
built-in set of support tools that 
aid or enforce the configuration 
management process?  

1.1.1.1.3 Versioning Does the architecture have a 
built-in set of support tools that 
aid or enforce the versioning 
control process?  

1.1.1.2 Type checking Can the middleware perform data 
type checking at compile time 
rather than during integration? 

1.1.2 Execution  Category for criteria related to 
simulation execution. 

1.1.2.1 Execution 
management 

Category for criteria related to 
coordinating a running 
simulation. 

1.1.2.1.1 Checkpointing Does the middleware support 
creation of and resuming from 
checkpoints? 

1.1.2.1.2 Synchronization Does the middleware support 

points globally coordinated 
synchronization points? 

1.1.2.2 
Publication/Subscription 

Does the middleware support 
publish/subscribe? 

1.1.2.3 Object ownership Does the middleware support 
object ownership? 

1.1.2.4 Repeatability Does the middleware support 
repeatable simulations? 

1.1.2.5 Data filtering Does the middleware support 
dynamic, class-based data 
filtering? 

1.1.2.6 Data Transmission Category for criteria related to 
data transmission. 

1.1.2.6.1 Data streaming Does the middleware support 
continuous data streams (e.g., 
video)? 

1.1.2.6.2 Best effort data 
delivery 

Does the middleware support best 
effort data delivery? 

1.1.2.6.3 Reliable data 
delivery 

Does the middleware support 
guaranteed data delivery? 

1.1.2.7 Distribution 
transparency 

Does the middleware support the 
data transmission without 
requiring producers and 
consumers being aware of each 
other? 

1.1.2.8 Object orientation Does the middleware support 
“true” object-oriented modeling 
such as the ability to invoke 
methods on objects? 

1.1.2.9 Global event ordering Does the middleware support 
consistent event ordering for all 
simulation participants?  

1.1.3 Post-execution Category for criteria related to 
post-simulation activities. 

1.1.3.1 Data archiving Does the middleware support 
saving and archiving data 
generated during simulation? 

1.1.3.2 Data analysis Does the middleware support 
analysis of archived data (e.g., 
data mining and 
troubleshooting)? 

1.2 Tools Category for criteria related to 
middleware-specific tools. 

1.2.1 Execution planning & 
setup 

Category for criteria related to 
pre-execution tools. 

1.2.1.1 Object modeling tools Are tools available to support 
building, modifying and 
maintaining object models? 

1.2.1.2 Simulation 
development tools 

Are tools available to support the 
development and maintenance of 
simulations (e.g., IDEs)? 

1.2.2 Execution monitoring 
and control 

Category for criteria related to 
tools for use during the 
simulation execution. 

1.2.2.1 Data visualization 
tools 

Are tools available to view data 
during execution? 

1.2.2.2 Data recording tools Are tools available to record 
runtime data for logging or 
troubleshooting purposes? 

1.2.2.3 Simulation monitoring 
& control 

Are tools available to support 
runtime monitoring and control of 
the simulation? 

1.2.3 Post-execution tools Category for criteria related to 
post-execution tools. 

1.2.3.1 Data analysis tools Does the middleware have data 
analysis tools? 

1.2.3.2 Data archiving tools Does the middleware have data 
archiving tools? 



1.3 Support Category for criteria related to 
middleware support. 

1.3.1 Issue reporting Is an issue reporting process 
available for the middleware? 

1.3.2 Online help / help desk Is online and/or help desk support 
available? 

1.3.3 Training Is training available? 
2. Implementation 
Performance 

Category for criteria that capture 
middleware execution. 

2.1 Responsiveness Category for criteria related to 
middleware responsiveness. 

2.1.1 Latency How much network latency does 
the middleware create? 

2.1.2 Throughput How much data throughput does 
the middleware enable? 

2.1.3 Concurrent 
executions/federations 

Does the middleware support 
multiple, concurrent simulation 
executions? 

2.2 Efficiency Category for criteria related to 
resource usage. 

2.2.1 CPU utilization How does the middleware 
consume CPU time? 

2.2.2 Memory utilization How does the middleware 
consume memory? 

2.3 Robustness Category for criteria related to 
recovery from faults. 

2.3.1 Middleware crash 
recovery 

How well does the middleware 
tolerate middleware infrastructure 
crashes? 

2.3.2 Network fault recovery How well does the middleware 
tolerate network faults? 

2.3.3 Simulation/federate 
crash recovery 

Does the middleware provide 
mechanisms to recover from 
simulation crashes? 

2.4 Scalability How well does the middleware 
scale? 

3. Programmatic 
Considerations 

Category for criteria that capture 
programmatic realities. 

3.1 Standards Category for criteria related to 
middleware standards. 

3.1.1 Open architecture Is the middleware based on an 
open architecture? 

3.1.2 International standard Is the middleware based on an 
international standard? 

3.1.3 Organization for 
standard evolution 

Is there an standards evolution 
organization with open 
membership? 

3.1.4 Object model support Is there standard object model 
support? 

3.2 Costs Category for criteria related to 
middleware costs. 

3.2.1 Implementation costs Category for criteria related to 
acquiring, learning and using the 
middleware. 

3.2.1.1 Middleware  Is the middleware inexpensive? 
3.2.1.2 Standard Are the relevant standards 

inexpensive? 
3.2.1.3 Training and 
maintenance 

Is training and maintenance of 
simulations based on the 
middleware inexpensive? 

3.2.2 Incorporation of other 
models 

Is it relatively easy to integrate 
external models into a simulation 
built on the middleware? 

3.2.3 Migration to a different 
architecture 

Is it relatively easy to migrate 
from this middleware to another 
architecture? 

3.3 Maturity Category for criteria related to 
how much “shelf life” the 

middleware has. 
3.3.1 Longevity Has the middleware been around 

for a while? 
3.3.2 Community of practice Has a community developed 

around the middleware? 
Table 5.3.1 Description of the Criteria 

 
5.4 Scores and Weights 
 
The following tables list the approximate normalized 
scores and context-specific weights associated with the 
criteria presented above.  Note: scores and weights are 
only relevant to the criteria themselves and not to the 
hierarchical categories.  Accordingly, the cells for 
category scores and weights are empty. 
 

Normalized Scores Categories / Criteria 
HLA TENA DIS / 

XML 
1. User Operations    
1.1 Capabilities    
1.1.1 Pre-execution     
1.1.1.1 Software eng’g process    
1.1.1.1.1 Defined process 61 29 10 
1.1.1.1.2 Configuration mgmt 33 33 33 
1.1.1.1.3 Versioning 40 40 20 
1.1.1.2 Type checking 10 61 29 
1.1.2 Execution     
1.1.2.1 Execution management    
1.1.2.1.1 Checkpointing 71 14 14 
1.1.2.1.2 Synchronization points 54 8 38 
1.1.2.2 Publication/Subscription 45 45 9 
1.1.2.3 Object ownership 63 10 27 
1.1.2.4 Repeatability 63 27 10 
1.1.2.5 Data filtering 64  24 12 
1.1.2.6 Data Transmission    
1.1.2.6.1 Data streaming 14 71 14 
1.1.2.6.2 Best effort data delivery 40 20 40 
1.1.2.6.3 Reliable data delivery 45 45 9 
1.1.2.7 Distribution transparency 33  33 33 
1.1.2.8 Object orientation 14 71 14 
1.1.2.9 Global event ordering 71 14 14 
1.1.3 Post-execution    
1.1.3.1 Data archiving 33  33 33 
1.1.3.2 Data analysis 33  33 33 
1.2 Tools    
1.2.1 Execution planning & setup    
1.2.1.1 Object modeling tools 41 50 9 
1.2.1.2 Simulation dev’t tools 37 49 14 
1.2.2 Monitoring and control    
1.2.2.1 Data visualization tools 33  33 33 
1.2.2.2 Data recording tools 33  33 33 
1.2.2.3 Sim. monitoring & control 61 29 10 
1.2.3 Post-execution tools    
1.2.3.1 Data analysis tools 33  33 33 
1.2.3.2 Data archiving tools 29 57 14 
1.3 Support    
1.3.1 Issue reporting 32 57 11 
1.3.2 Online help / help desk 32 57 11 
1.3.3 Training 40 40 20 
2. Implementation Performance    
2.1 Responsiveness    
2.1.1 Latency 33 33 33 
2.1.2 Throughput 57 32 11 



2.1.3 Concurrent 
executions/federations 

40 40 20 

2.2 Efficiency    
2.2.1 CPU utilization 40 40 20 
2.2.2 Memory utilization 33  33 33 
2.3 Robustness    
2.3.1 Middleware crash recovery 57 32 11 
2.3.2 Network fault recovery 57 32 11 
2.3.3 Simulation/federate crash 
recovery 

24 12 64 

2.4 Scalability 57 32 11 
3. Programmatic Considerations    
3.1 Standards    
3.1.1 Open architecture 43 43 14 
3.1.2 International standard 45 9 45 
3.1.3 Organization for standard 
evolution 

33  33 33 

3.1.4 Object model support 14 43 43 
3.2 Costs    
3.2.1 Implementation costs    
3.2.1.1 Middleware  11 37 52 
3.2.1.2 Standard 24 64 12 
3.2.1.3 Training and maintenance 24 12 64 
3.2.2 Incorporation of other models 12 24 64 
3.2.3 Migration to a different 
architecture 

33  33 33 

3.3 Maturity    
3.3.1 Longevity 63 30 7 
3.3.2 Community of practice 64 23 13 

Table 5.4.1 Normalized Scores 
 

Weights (%) Categories / Criteria 
DSES DSIL 

1. User Operations   

1.1 Capabilities   

1.1.1 Pre-execution    
1.1.1.1 Software engineering process   
1.1.1.1.1 Defined process 3.9 3.9 
1.1.1.1.2 Configuration management 1.0 1.0 
1.1.1.1.3 Versioning 1.0 1.0 
1.1.1.2 Type checking 2.0 2.0 
1.1.2 Execution    
1.1.2.1 Execution management   
1.1.2.1.1 Checkpointing 1.5 0.8 
1.1.2.1.2 Synchronization points 1.5 2.3 
1.1.2.2 Publication/Subscription 2.9 3.0 
1.1.2.3 Object ownership 0.6 0.5 
1.1.2.4 Repeatability 4.6 3.2 
1.1.2.5 Data filtering 1.3 1.7 
1.1.2.6 Data Transmission   
1.1.2.6.1 Data streaming 0.5 0.5 
1.1.2.6.2 Best effort data delivery 2.4 2.4 
1.1.2.6.3 Reliable data delivery 2.4 2.4 
1.1.2.7 Distribution transparency 1.3 1.3 
1.1.2.8 Object orientation 0.7 0.9 
1.1.2.9 Global event ordering 4.7 5.4 
1.1.3 Post-execution   
1.1.3.1 Data archiving 1.8 1.8 
1.1.3.2 Data analysis 0.9 0.9 
1.2 Tools   
1.2.1 Execution planning & setup   
1.2.1.1 Object modeling tools 1.7 1.7 
1.2.1.2 Simulation development tools 0.6 0.6 
1.2.2 Execution monitoring and control   
1.2.2.1 Data visualization tools 3.3 3.3 

1.2.2.2 Data recording tools 1.2 1.2 
1.2.2.3 Simulation monitoring & control 4.4 4.4 
1.2.3 Post-execution tools   
1.2.3.1 Data analysis tools 0.7 0.7 
1.2.3.2 Data archiving tools 1.4 1.4 
1.3 Support   
1.3.1 Issue reporting 1.9 1.9 
1.3.2 Online help / help desk 1.0 1.0 
1.3.3 Training 1.9 1.9 
2. Implementation Performance   
2.1 Responsiveness   
2.1.1 Latency 6.3 12.2 
2.1.2 Throughput 6.3 5.9 
2.1.3 Concurrent executions/federations 3.1 1.2 
2.2 Efficiency   
2.2.1 CPU utilization 2.2 2.4 
2.2.2 Memory utilization 1.1 1.2 
2.3 Robustness   
2.3.1 Middleware crash recovery 1.2 1.0 
2.3.2 Network fault recovery 2.3 1.7 
2.3.3 Simulation/federate crash recovery 4.7 3.6 
2.4 Scalability 3.7 1.6 
3. Programmatic Considerations   
3.1 Standards   
3.1.1 Open architecture 1.6 1.6 
3.1.2 International standard 1.6 1.6 
3.1.3 Organization for standard evolution 0.9 0.9 
3.1.4 Object model support 2.4 2.4 
3.2 Costs   
3.2.1 Implementation costs   
3.2.1.1 Middleware  0.4 0.4 
3.2.1.2 Standard 0.1 0.1 
3.2.1.3 Training and maintenance 0.8 0.8 
3.2.2 Incorporation of other models 1.4 1.4 
3.2.3 Migration to a different architecture 0.5 0.5 
3.3 Maturity     
3.3.1 Longevity 3.2 3.2 
3.3.2 Community of practice 3.2 3.2 

Table 5.4.2 DSES and DSIL Weights 
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